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The document I submitted on Friday 21 April, which reflects work of the Models sub-committee, contains a note on cohesion completion:

“NOTE: Cohesion Outcomes

“A cohesion has many potential successful outcomes. It has one actual outcome (good or bad), made up of the outcome decisions for all atoms. The composer must ensure that this overall outcome is logged before it is communicated to the atoms, in case this delivery of outcomes is interrupted by some failure. One approach to this would be to create a “decision atom”, which recoverably ensures that the decision is persistent across failures. A more systematic, protocol-level approach can also be conceived of. This area requires more work. Note that the use of presumed abort should obviate the need to remember cancel decisions.”

In this document I’d like to explore this point. One prefatory note: the set of atoms confirmed within a cohesion is an atomic unit (i.e. all of members of that subset have received a single outcome). The problem is to maintain the atomicity of that subset. For this purpose we can ignore the cancelled atoms which have fallen by the wayside.

A cohesion is logically the superior (coordinator) of a set of atoms. Should we specify a protocol (that describes the relationship of a cohesion to its atoms, so that cohesion outcomes are (in the final analysis) atomic and durable?

Is there a need for an interoperable cohesion-atom protocol?

The need for a protocol that describes the interactions between atoms and their participants is obvious. The conductor (the actor responsible for organizing the outcome of an atom) will most often not be co-located with its participants, and may well belong to a different organization than them. Hence the need for a formally specified, interoperable protocol (where carrier, message contents, sequence and obligations on the parties are all stated up front).

Is there a need for an interoperable cohesion-atom protocol? The answer to this question depends on our view of the requirements. In the models group several participants (Mark Potts of Talking Blocks, Mark Little of HP and Keith Weir of BEA) described a need for separating the initiator of a cohesion from its terminator. I think that one consideration here was the possibility of a highly available, trusted third party acting as a secure, auditable cohesion “coordinator” (as noted in the original HP submission). This view was generally accepted in the models face-to-face and a subsequent conference call. I believe that this requirement does mandate an interoperable protocol at the highest level of the cohesion.

What would such a protocol look like, and how would it differ from the conductor-participant protocol already outlined?

A composer-conductor protocol

I will use the term Composer to describe the actor which decides and communicates the outcome of the readied atoms which can make up a cohesion. A composer works on behalf of a cohesion, in the same way that a conductor works on behalf of an atom. (Incidentally, there is no requirement for the set of atoms to be decided prior to their state of readiness being determined. The cohesion can be Demarcated at any point before its decisions are made.) 

The composer looks at the atoms of which it is aware, at some point in their lifetime. Some of those atoms may have “voted early” (for example, a one-shot price quote will likely VOTE/Ready as part of the response to the client’s invocation of the service). If an atom has not been prepared then the composer could ask the conductor of the atom to prepare. In an interoperable protocol this would involve sending a PREPARE to the conductor. The conductor would then issue PREPARE to its participants, “down tree”, and would communicate the result (VOTE/Ready or VOTE/Cancel) to the composer, “up tree”. 

The following diagram illustrates this hierarchy. In this diagram I assume that the cohesion is “composed” (formed and terminated) by the party to the cohesion, and that the participants of the atom are in a remote service. (Any other conceivable topology would do equally well to illustrate the point.)
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So far it seems that we simply a tree, which begs the question: what is the difference between a cohesion and an atom? Or ─ what is the difference between the roles of the composer and conductor?

A conductor gathers votes, and then sends a VOTE to the composer. The composer, at some point, and using application-specific logic, decides to deliver an outcome (CONFIRM or CANCEL) to the conductor. The conductor then passes the (one) outcome to all of its enrolled participants. It is Passive with respect to the composer. However, if the composer decides to place multiple atoms in the cohesion, then (unlike the conductor) it is not obliged to deliver the same result to all of those atoms. Each atom has its own outcome, which may be different from that of any other atom. The composer is Autonomous with respect to the conductor.

Thus far, we can build a composer-conductor protocol with the same messages as required for the conductor-participant protocol. However, the contract that applies to the messages is different.

Logging and Crash recovery

In order to reliably (recoverably) make a decision on the outcome of a cohesion, a composer must log (force write) its decision vector for the atoms involved in the cohesion, before it starts to communicate that decision downwards to the atoms concerned. 

In addition, it must compel atoms which are part of the cohesion to be enrolled with it, so that they are aware of its identity (address) in the event of a crash. Knowing the address of the composer will enable atoms which are readied but not aware of their final outcome to discover the composer’s decision on their fate, if they are recovered after a process crash.

The implication of this need to compel atom involvement may be the introduction of a new message, perhaps ENLIST, which could demand an ENROL in reply. An “enlisted atom” is not free to RESIGN. An atom which has never been enlisted by a composer will automatically cancel (presumed abort) if it recovers.

In the course of crash recovery, an enlisted, but Indeterminate atom (one which is readied but uncertain of the final decision) may attempt to contact its composer. Contrariwise, a crashed composer may recuscitate, and attempt to contact its (logged) list of atoms. In either event the recovering actor needs to send a status message to the other party(ies). In the proposed atomic outcome protocol this message is either PARTICIPANT_STATUS or CONDUCTOR_STATUS. The receiver of such a message is at minimum obliged to respond with its own status. Alternatively it may “take the hint” and send a first-class message such as CONFIRM or CANCEL in response.

If we follow this model for the composer-conductor case, then we might introduce a new message, COMPOSER_STATUS. Alternatively, we may find that we can introduce a common term that overarches composer and conductor, and have a single status type for both.

Summary and implications

Only if there is a decided requirement for an interoperable cohesion-atom coordination protocol ─ because of the need to combine different implementations of the composer and conductor during the lifetime of a cohesion ─ only then will it be necessary to define an additional Cohesion Outcome Protocol. This may require the introduction of new messages (ENLIST and COMPOSER_STATUS). It will require a different contract definition for some messages, than the atomic protocol. 

The alternative is to treat the relationship between the composer and the conductor as a private matter for each implementation. In any event an Atom Outcome Protocol, which defines conductor-participant relations as already described, will be needed.

If we end up with two protocols (a cohesion outcome protocol and an atom outcome protocol) then we need to have a name for the overall spec which bridges or englobes the two. “Cohesion Protocol” might be a bit confusing. Apart from toying with “coheXML” I have no ideas, bright or dim.

Alastair

Appendix: a full tree

The diagram below shows a cohesion containing a deep tree of multiple atoms.
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