OASIS Business Transactions Protocol Technical Committee

18-19 June 2001 face-to-face meeting in London

Hosted by Choreology & HP Arjuna

Minutes
Physical attendance: Monday 18th June

Fred Carter sent his apologies for not attending. Mark Little passed on the apologies of Savas Parastatidis and Jim Webber of HP.

Karl Best (OASIS) (left at 1.00pm)

Ed Felt (BEA)

Peter Furniss (Choreology)

Alastair Green (Choreology)

Roddy Herries (Choreology) (left at 1.00pm)

Mark Little (HP)

Mark Potts (Talking Blocks)

Pal Takacsi-Nagy (BEA)

James Tauber (Bowstreet) (arrived at 10.00am, flight delayed)

Sazi Temel (BEA)

Attendance by phone:  during the afternoon of Monday 18th June

Alex Ceponkus (Bowstreet)

Sanjay Dalal (BEA)

Hatem El-Sebaaly (IPNet Solutions)

Mark Hale (Interwoven)

Gordon Hamilton (Applied Theory)

Bill Pope (Bowstreet)

Duration: Monday18th June

9.45am to 12.30pm; 1.00pm to 6.10pm

Attendance: Tuesday 19th June

Ed Felt (BEA)

Peter Furniss (Choreology)

Alastair Green (Choreology) (left at 4.15pm)

Mark Little (HP) 

Mark Potts (Talking Blocks)

Pal Takacsi-Nagy (BEA)

James Tauber (Bowstreet) (arrived at 10.45am, taxi hijacked, left at 3.00pm)

Sazi Temel (BEA)

Attendance by phone: during the afternoon of Tuesday 19th June

Alex Ceponkus (Bowstreet)

Sanjay Dalal (BEA) [* * * ?]

Mark Hale (Interwoven) [* * * ?]

Bill Pope (Bowstreet)

Duration

9.00am to 12.00 noon; 12.45pm to 4.45pm

Chair

Pal Tackasci-Nagy

Minutes 

Alastair Green and Peter Furniss

Agenda in the order of discussion

Items in Roman type were not dealt with through lack of time.

1. Procedural issues

a) Membership of the Technical Committee

b) Chair

c) Standardization process and IPR issues

d) Web-site

2. Walkthrough of specification contributions (Part  I)

a) Outline draft (what sections should there be)

b) Actors & roles 

c) Composers and coordinators

d) Abstract message set

3. Messaging

a) XML messages strawman

b) Carrier bindings

c) How to carry context with application message

d) How to box-car messages in other cases

e) SOAP - document or RPC model?

f) ebXML and WSDL

4. Walkthrough of specification contributions (Part II)

a) Recovery and redirection

b) State table

It was noted during the meeting that the security and workflow sub-committees were at work, but had not yet reported.

1.  Procedural issues

a) Membership of the Technical Committee

Pal reviewed the attendance at previous face-to-face meetings of the TC (San Jose, Boston, Mt. Laurel). No systematic records of attendance at telephone conference calls have been kept. 

37 people attended the inaugural meeting in San Jose. Two members have resigned since then:

Bryan Caporlette, Sequoia Software

Krishna Sankar, Cisco [* * * check this]

Ed  Felt of BEA requested that he join the committee in communication with Pal in mid-April, and it was agreed

A. To accept Ed Felt into membership of the committee on the basis that 60 days have elapsed since his initial request to join, further noting that Ed has attended all face-to-face meetings since then.

As of the commencement of this London meeting, therefore, the membership list of the TC was the following 36 individuals:

Manish Balsara

Alex Berson, Entrust

Fred Carter, Sun Microsystems 

Alex Ceponkus Bowstreet 

Jae Cha, VML

Timothy Collier, Intel 

Ted Cooper, Cohesia

Sanjay Dalal, BEA 

Hatem El-Sebaaly, IPNet 

Ed Felt, BEA

Sven Frolund, HP

Peter Furniss, Choreology 

Greg Giles, Cisco

Alastair Green, Choreology

Mark Hale, Interwowen

Gordon Hamilton, AppliedTheory 

Dain Hansen, ECTone

Roddy Herries, Choreology 

Jim Hughes, HP

Nenad Ivezic, NIST

Mark Jones, Mercator

Mark Little, HP 

Savas Parastatidis, HP 

Bill Pope, Bowstreet 

Mark Potts, Talking Blocks 

Joachim Quantz, Shinka

Gavenraj Sodhi, Access360

Rocky Stewart, BEA

Dirk Slama, Shinka

Pal Takacsi-Nagy, BEA 

James Tauber, Bowstreet 

Sazi Temel, BEA 

Tina Tuan, Crosslogix

David Turner, Microsoft Corporation

Jim Webber, HP

Nick Xidis, Iconixx

Based on the criterion of attendance at face-to-face meetings a warning was sent by e-mail on 31 May, as follows: 

Subject: Losing voting rights

Date: Thu, 31 May 2001 13:40:25 -0700

From: Pal Takacsi-Nagy <pal.takacsi@bea.com>

To: business-transaction@lists.oasis-open.org

Hi all,

our TC has conducted 3 f2f meetings so far. As an acting chair, it is my responsibility to warn those of you, who failed to attend 2 out of the 3 meetings that if you will not attend the upcoming London meeting, you will losing voting privileges. Here is the list of people (according to my records) who missed 2 out of 3 meetings, but attended at least 1:

Manish Balsara

David Turner, Microsoft Corporation

Jim Hughes, HP

Sven Frolund, HP

Roddy Herries, Choreology

Krishna Sankar, Cisco

Greg Giles, Cisco

Bryan Caporlette, Sequoia Software

Mark Hale, Interwowen

Dain Hansen, ECTone

Tina Tuan, Crosslogix

Jae Cha, VML

Rocky Stewart, BEA

Nick Xidis, Iconixx

Hatem El-Sebaaly, IPNet

Gavenraj Sodhi, Access360

Dirk Slama, Shinka

Gordon Hamilton, AppliedTheory

Nenad Ivezic, NIST

Ted Cooper, Cohesia

Mark Jones, Mercator

Joachim Quantz, Shinka

Collier, Timothy ,Intel

Thanks: Pal

Based on attendance at this meeting (as measured by physical presence or telephone attendance during Monday 17 June), and prior attendance at face-to-face meetings it was agreed that the voting membership of the TC is now the following 19 individuals.

Alex Berson, Entrust

Fred Carter, Sun Microsystems 

Alex Ceponkus Bowstreet 

Sanjay Dalal, BEA 

Hatem El-Sebaaly, IPNet 

Ed Felt, BEA

Peter Furniss, Choreology 

Alastair Green, Choreology

Mark Hale, Interwowen

Gordon Hamilton, AppliedTheory 

Roddy Herries, Choreology 

Mark Little, HP 

Savas Parastatidis, HP 

Bill Pope, Bowstreet 

Mark Potts, Talking Blocks 

Pal Takacsi-Nagy, BEA 

James Tauber, Bowstreet 

Sazi Temel, BEA 

Jim Webber, HP

A quorum is defined by OASIS rules as 50% of the membership; by this light 10 members must be present at a meeting for it to be quorate. This meeting was therefore quorate during the two afternoon sessions, based on telephone attendance. 

NB. All decisions were endorsed during these quorate sessions, but are minuted against their agenda items for convenience.

It was noted that all meetings held since the inaugural meeting have been inquorate, and can only have advisory status. After consultation with Karl Best, Technical Director of OASIS, it was agreed

B. To hereby endorse all of the minuted decisions made after proper discussion and voting at the face-to-face meetings of the TC in Boston, Mt Laurel and San Francisco.

The San Francisco meeting was arranged as an advisory meeting to take advantage of attendance at JavaOne by many TC members. It considered an agenda prepared in advance, and decided on the following written resolutions, which were proposed in draft form in writing to the whole TC prior to the SF meeting. These motions (as amended and recorded here in final form) were deemed by unanimous consent of the meeting to be included in the scope of motion B above.

Resolutions of San Francisco advisory face-to-face meeting, 5 June 2001. 

NB. The operational decisions are shown in bold. The accompanying text was presented to the SF meeting, and helps make sense of the decisions.

SF 1. Coordinator timeout [ML]

Requirement

To have the ability to specify a lifetime (timeout) for a coordinator such that if the coordinator has not been told to PREPARE before this timeout expires, it will automatically CANCEL all registered participants. This timeout value only has effect prior to PREPARE (or CANCEL), and is ignored as soon as the coordinator begins to terminate. This timeout is a relative value (specified in seconds).

Benefit

There are two benefits to associating a timeout with the coordinator:

(i) a coordinator will not remain around forever if the initiator fails prior to calling PREPARE, using up resources - denial of service attacks, whereby the initiator creates lots of coordinators and deliberately does not terminate them, are also prevented.

(ii) if the timeout is passed in the transmitted context, then participants (and subordinate coordinators) can determine the status of the coordinator without exchanging messages [note, the fact that a participant could get this timeout is a more interesting slant than the OTS supports]. Once again, though, this timeout cannot be acted upon by any recipient (participant or subordinate coordinator) once it has been told to PREPARE. This has

the effect that failures of coordinators do not keep resources around indefinitely

(similar to the initiator failure argument above), and a recipient can second-guess the action of a coordinator and CANCEL itself before an explicit CANCEL message comes downstream. In addition, a coordinator could use this information to implicitly assume that a downstream node has rolled back, and not send it a CANCEL message.

Implications 

The timeout associated with the root coordinator must flow with the context. Recipients are allowed to modify this timeout value downwards to "take off" time spent, for example, computing before making subsequent downstream calls, i.e., the timeout value does not have to be a static read-only quantity, but it should never be greater than the initial value. 

Issue: what does a 0 timeout mean? Do we want to have a "never times out" value and/or an "it's up to the coordinator to determine" value? I don't mind the latter as long as the value on the context is a relative value, e.g., if we assume 0 is provided at creation time to the coordinator and is up to the coordinator to determine what this actually means, the value that is put on the context should not be 0, or we lose the value of timeouts entirely. My temptation is to say that the timeout should be a positive value, greater than 0.

SF 2. Implicit prepare [AG]

Proposal

A participant may send one or more identically-valued spontaneous VOTEs (which are marked as spontaneous) to its coordinator at any time prior to receiving a PREPARE . A coordinator can demand a VOTE by sending a PREPARE to a participant. A coordinator can send any number of PREPAREs to a participant. The values of all elements in the VOTE message can be set at will by the participant (i.e. can change on each successive VOTE).

Motivation

It may well be the case that a participant knows when it is prepared to VOTE independently of the coordinator. The one-shot optimization (appropriately indicated by initiator to service) is one such case. The coordinator may require reVOTes because it wants to check on the effect of VOTE timeout qualifications. There are recovery scenarios where PREPAREs may be replayed, and where VOTEs may be replayed.

SF 3. VOTE/"ready" timeout qualifications [AG]

Proposal

Supplement the Mt Laurel decision by modifying the timeout qualification on VOTE/"ready".

a) Clarify interpretation of timeout value to mean "at least timeout>

seconds". In other words a VOTE/"ready"/"cancel"/100 means "I will abide by the

coordinator's outcome if I receive the outcome message within 100 seconds. At any point after 100 seconds has expired I may act as if I have received CANCEL. I will never autonomously act as if I have received CONFIRM". 

b) At present the timeout qualification contains two elements: one a choice indicating cancel or confirm, the other the timeout interval. Add a third element, which would indicate to the coordinator whether or not the participant requires outcome notification. Outcome notification is always acknowledged, to allow log clean-up.

c) Add a third value, "active" to the first element (in addition to "cancel" and "confirm").

Motivation

The outcome notification flag allows the participant to decide whether it needs to be told what the overall outcome was. This allows a useful optimization. When the participant's declared default (timed-out) outcome is the same as the final outcome decided by the coordinator there is no fundamental need to send the outcome to the participant. The coordinator can forget the participant. If the participant is going to be "eager", and attempt to cancel (or confirm) very soon after the timeout has expired then it is not interested in learning the outcome: it just wants to take its autonomous action and forget the coordinator. On the other hand, if the participant is guaranteeing 1000 seconds, but will in fact hold the resource for longer (perhaps because there is no contention for it), then the outcome notification can be acted upon, say after 1250 seconds. Or the coordinator can re-PREPARE with some hope of getting a positive re-VOTE. If a participant times out then it may undertake to cancel, to confirm or to go back into active phase after some period, to allow further work to be done for this transaction.

SF 4. Open-top coordinator [AG]

Proposal

The coordinator presents a participant-like interface to its superior (the initiator or the composer). The superior sends PREPARE to the coordinator, and receives back a VOTE. If the VOTE is "ready" then the superior can send either CANCEL or CONFIRM to the coordinator. 

Motivation

We want close control by the application over the final outcome of a coordinator. The fact that an atom is prepared does not mean that we wish it to confirm automatically (unlike conventional transactional demarcation APIs). See next point on composer-coordinator relationship.

SF 5. Compound Messages ("Boxcarring") [AG]

Boxcarring is a working title for that which is required to satisfy the demands of "one wire", "one-shot and other optimizations" and "context augmentation of application messages (infection, implicit context propagation)".

Proposal

Our consensus is that the full facilities described in the mail that I sent out a couple of days ago are needed. This described a possible scheme: 

"The most general view that spans all three is that the BTP protocol should permit the creation of compound messages, directed to A(X) – address of X -- where each element is a message (let us say, {1, 2, 3}) with an address, e.g. A(1).

In this case an app request + CONTEXT going to A would be, using a convention

that {1,2,3 ...n} = compound message, and -- = "destined for address":

{*REQ* -- A, CONTEXT -- A}-- A

A forwarded message (for one-wire) would look like:

{ENROLL -- A} – X

A boxcarred message (for optimization) might look like:

{ENROLL(Pa) -- A, VOTE(Pa) -- A, ENROLL(Pb) -- A, VOTE (Pb) -- A) -- A

and a natural optimization in the first and last cases might be to allow

the internal addresses to be omitted if they were the same as the first

receiver, e.g.

{ENROLL(Pa), VOTE(Pa), ENROLL(Pb), VOTE (Pb)) – A

{*REQ*, CONTEXT}-- A"

It is necessary for all implementations to be able to receive such compound messages. It is not required that an implementation is able to, or does, send such messages.

Motivation

It is possible to draw up "capability levels" (no compounding, implicit propagation only, etc). However, it seems very complicated to attempt to define those levels in a precise way. As the requirements for compounding seem strong, it makes most sense to demand reception capability.

[The trickiest part of compounding is to deliver multiple messages to different addresses, which is necessary for "one wire". This requires careful examination of the role of "interceptors". A better name for this role is needed, which escapes the narrow mplementation implication of filtration.]

b) Chair

Rocky Stewart (BEA) has been unable to fulfill the function of chairperson of the TC since its first meeting, and Pal Takasci-Nagy (BEA) has deputized for him throughout. Pal was nominated and seconded by general consent, and as no other candidates put themselves forward it was agreed

C. That Pal Takasci-Nagy chair this Business Transactions Technical Committee of OASIS.

c) Standardization process and IPR issues

Karl Best reviewed the process of standardization laid down by OASIS’s by-laws. The TC can adopt a specification by vote at a quorate meeting or by an e-mail ballot of similar effect at any time it sees fit. This gives the specification the status of a Committee Specification. 

A Committee Specification can be submitted to the Board of OASIS for approval as a formal OASIS Standard, which requires that it is being used by at least three member companies. OASIS Standard approval runs on a quarterly cycle: a specification submitted on 1 September 2001 could not be approved, at the earliest, until 1 January 2002, after a ballot of OASIS members with minimum positive and maximum negative bounds on the result, designed to ensure that the standard has genuine backing in the membership of OASIS, and thus in the industry.

The general sentiment expressed in discussion was that the TC should not rush to attempt formal OASIS standardization, but rather to wait until there was substantial experience of implementation and use by member companies.

Karl also pointed out that the TC could decide to keep going after the production of an initial Committee Specification, either to work on enhancements, or to provide a mechanism for corrections and revisions in the light of implementation experience. Equally, the committee could decide to dissolve when the Committee Specification was finalized. 

The TC had scheduled production of a draft specification by this meeting; it is now clear that a draft will not be ready until the July face-to-face in California. Given this one month slip against the original schedule it was agreed to make provision for a September face-to-face meeting, if it should be needed:

D. To hold the dates of Thursday-Friday 6-7 September 2001 for a possible face-to-face meeting on the East Coast of the U.S.

Both Bowstreet and BEA Systems kindly offered to host such a meeting, if required.

Karl then reviewed the issue of IP protection. The original Hewlett-Packard and Choreology submissions explicitly accepted the OASIS IPR Policy provisions. However, the BEA Systems submission does not contain such a proviso. BEA indicated that they would investigate any potential IP restrictions (such as patents) that might taint the use of the specification, in order to ensure that the specification will not be encumbered for potential implementers.

There is a standard copyright notice in the IPR Policy document which should be used for the draft specification.

d) Web-site

The OASIS web-site has been reorganized, and the BT TC has its own pages. The security TC has a model web-site, which other TCs are recommended to consider. Pal will take care of expanding our use of the web-site.

2.  Walkthrough of specification contributions (Part  I)

a) Outline draft (what sections should there be)

The list below shows the contents proposed in Alastair’s draft specification outline (specification version 0.1). 

Copyright notices

Typographical and Linguistic Conventions and Style

Contents

Introduction

Purpose of the Business Transaction Protocol


Overview of the Protocol

Actors, Roles and Interfaces

Addressing

Abstract Messages and Associated Contracts


Standard Qualifiers

State Tables

Failure Recovery

XML Schema for Message Set

Compounding of Messages

Carrier Protocol Bindings

Conformance

Terminology

Examples

After discussion the following contents were adopted:

E.  Contents of the Specification

Copyright notices

Typographical and Linguistic Conventions and Style

Content

Introduction

Purpose and Scope of the Business Transaction Protocol

Relationship to Other Standards and Technologies

Overview of the Protocol

Lifecycles of business transactions

Actors, Roles and Relationships

Addressing

Abstract Messages and Associated Contracts

Standard Qualifiers

State Tables

Failure Recovery

XML Schemas for Message Set

Compounding of Messages

Carrier Protocol Bindings

Implementers’ view

Conformance

Participant

Atom coordinator

Cohesion composer

Communicator/message gateway

Terminology

Use Cases and Examples

A key discussion in finalizing this list was analysis of the issue of conformance. It was agreed that

F. It will be possible to produce conformant implementations of “vertical divisions” of the specification, i.e. a Cohesion composer, an Atom coordinator,  a Communicator or messaging gateway, and a Participant, and the specification will describe these sub-units and the interoperable message sets that they must handle, as a guide to producing interoperable implementations of these sub-units.

b) Actors & roles 

It was agreed 

G. That actors and roles are defined as stated in the 0.1 draft, namely:

“Actors are software agents which process computations. BTP actors are addressable for the purposes of receiving application and BTP protocol messages transmitted over some underlying communications or carrier  protocol. 

“BTP actors play roles in the sending, receiving and processing of messages. These roles are associated with responsibilities or obligations under the terms of software contracts defined by this specification. (These contracts are stated formally in the sections entitled ‘Abstract Messages and Associated Contracts’ and ‘State Tables’.) A BTP actor’s computations put the contracts into effect.

One actor may play several roles, or each role may be assigned to a distinct actor. This is a choice for the implementer. An actor playing a role is termed an ‘actor-in-role’.” 

It was agreed:

H.  The BTP roles are:



Superior (an interface, i.e. a type of role)



Inferior (an interface, i.e. a type of role)

Factory

Redirector

Status Requestor

Cohesion Initiator – uses the manager’s cohesion creation i/f

Cohesion Terminator – uses the cohesion composers’s superior i/f

Composer (Superior) 

Sub-composer (Superior, Inferior)

Client – send app msgs to service
Atom Initiator – uses the manager’s atom creation i/f

Atom Terminator – uses the atom coordinator’s inferior i/f

Superior Communicator – puts the context on outbound app msgs, box-cars downtree msgs, unbundles uptree boxcars

Coordinator (Superior, Inferior) – uses participant’s inferior i/f

Service – performs app work as a result of inbound msgs
Enroller – uses the coordinator’s enroll
Inferior Communicator – takes the context off inbound app msgs and makes it (or something representing it) applicable to application work in the service. Unbundles downtree msgs, box-cars uptree msgs
Participant (Inferior) – uses the coordinators superior i/f

Resigner – uses the coordinator’s resign
Sub-coordinators (Superior, Inferior) - participant to a coordinator and coordinator to some participant(s)

A fair amount of the discussion on this point was about how to present this seemingly forbidding set of roles in a way which would not be off-putting or confusing for those who were considering using the BT Protocol. Alastair volunteered to put his best efforts into “spinning” this story in the first, informal half of the specification using simple cases with diagrams

c) Composers and coordinators

At the San Francisco advisory meeting the following topic was discussed:

Composer-coordinator relationship [AG]

Proposal

The upper (application-facing) interface of the composer is undefined (decision of Mt Laurel). The relationship between a composer (of a cohesion) and the coordinator (of an atom) is a) the relationship of an initiator to a coordinator, b) the relationship of a coordinator to a participant. In other words, an atom can be effectively enrolled in a cohesion (which may happen as late in its life as the point where the cohesion sends a

PREPARE). In order to establish this relationship the composer needs to send its CONTEXT to the coordinator. This allows the coordinator to discover its outcome in the event of crash recovery; it cannot do this in relation to an initiator. (Initiators are non-persistent superiors, which do not record durably their decision, leading to default cancellation after a crash; composers are persistent superiors, which can be contacted for outcome after a crash).

[The nature of a composer CONTEXT has not been discussed or properly defined. It is likely to closely resemble a coordinator CONTEXT, containing address and an id, and possibly a timeout. It is quite possible that it is indistinguishable in its fields and potential values.]

Motivation

A cohesion, relating to one to many coordinators with "open tops", can juggle the membership of the ultimate set of atoms to be confirmed. The cohesion can take into account failures of some atoms, and the application meaning of readiness on sets of atoms, to freely decide when and how to confirm and cancel all the atoms it takes control over.

It was agreed at the SF meeting that this presentation of the issue invited a more general view, in which composers and coordinators (and interposed sub-coordinators and composers) are viewed as different applications of superior and inferior roles or interfaces. This led to two practical discussions in this meeting: how to create relationships between superiors and inferiors, and secondly, how termination should occur, when the terminator is volatile (is just an application client to the coordinator). 

It was decided

I.  That a message REQUEST_CONFIRM be added to the message set, to be passed to a Coordinator when the sender desires the Coordinator to act as the decision maker (i.e. as the location of confirm logging), on the basis of unanimous “ready” VOTE values.

This new message is the moral equivalent of tx_commit (X/Open) or Terminator::commit (OTS).

The discussion on superior/inferior relationship creation led to a more subtle set of decisions.

--- to be completed ---

























