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1 Introduction

1.1 Purpose

This document is the requirements for the Management of Web Services specification of the Web Services Distributed Management Technical Committee, whose purpose and deliverables (http://www.oasis-open.org/committees/wsdm/charter.php) are.

WSDM TC Statement of Purpose

To define web services management. This includes using web services architecture and technology to manage distributed resources. This TC will also develop the model of a web service as a manageable resource. This TC will collaborate with various evolving activities within other standards groups, including, but not limited to, DMTF (working with its technical work groups regarding relevant CIM Schema), GGF (on the OGSA common resource model and OGSI regarding infrastructure), and W3C (the web services architecture committee). Also liaison with other OASIS TC, including the security TC and other management oriented TC.
WSDM TC List of Deliverables

Web Services Distributed Management (WSDM) V1.0 Specification, Jan 2004 this includes WSDL described manageable resources and the xml schema to complete those descriptions. This document will also define explicit manageability for the components of the Web Services Architecture (WSA) as defined by the W3C.
Initial Focus

The initial focus of the work is to define the minimal set of requirements to represent manageability of Web service endpoints (definition below). However it is expected that related resources, that affect the manageability of Web service endpoints will also need to be address in the tenure of the WSDM TC, these include, but are not limited to; Web service execution environment and Web service conversations. 

Relationship to MUWS

This set of requirements is expected to drive the definition of a manageability model, specific to a Web services endpoint that will be exposed using work developed in the WSDM TC addressing management using Web services [MUWS]. 

1.2 Terminology

The key words must, must not, required, shall, shall not, should, should not, recommended, may, and optional in this document are to be interpreted as described in [RFC2119].
1.3 Glossary

Manageability Representation



WSDL described Web service
WSDL describes Web services starting with the messages that are exchanged between the service provider and requester. The messages themselves are described abstractly and then bound to a concrete network protocol and message format. A message consists of a collection of typed data items. An exchange of messages between the service provider and requester is described as an operation.

A collection of operations is called an interface. An interface is bound to a concrete protocol and message format via one or more bindings. A binding, and therefore an interface, is accessible via one or more endpoint, each endpoint having its own URI. A service is a collection of endpoints bound to the same interface.
Web service endpoint
An endpoint is an addressable location at which a Web Service can be accessed according to the associated binding of a specified interface. One Web Service can have multiple endpoints. In simple terms it is a network location identified by a URI which accepts XML requests to a service. XML requests must be formed according to the WSDL description.
Grid Service

In OGSI, a Grid Service has endpoints and a Grid Service Instance has endpoints. Both can be described in WSDL.
Web service Execution Environment (WSEE)

Any software entity which hosts Web services and provides useful features to enable Web services to perform their tasks. 

This could be a simple SOAP container or it could be an advanced B2B engine that supports Web services.  Even though a WSEE is generally not visible to the invokers of a Web service, exposing it as a managed object is useful in many scenarios, such as to facilitate discovery of services and conversations. Web services execution environments tend to be more static and it is easier for an administrator to keep a listing of WSEE managed objects to monitor than a list of Web services. It might also allow to drill-down in order to troubleshoot malfunctioning Web services.
Web service Conversation
One Web service's view of a set of related messages exchanged with other Web services. 

For example, if Web services A, B and C are exchanging messages that are correlated with one another (through some mechanism, either in the SOAP envelop or specific to the transport protocol) then each one of the participating Web services can keep a context associated with this set of messages. This context is called a conversation. In this example, each of the three Web services would have its own conversation to represent its view of the interaction going on (i.e. of the set of correlated messages). This definition does not assume that there is any description of what is the expected sequence of messages (this is possible, but not required for a conversation), does not assume that each party is aware of all the messages exchanged, does not assume that roles are assigned to the parties.

A Web-services-based process execution is one example of a case where a Web service managed object would be useful. But in this case, since additional information is available because the sequence of allowed messages is constrained by the process description, it is expected that more capable managed objects will be defined by extending the Conversation managed object to provide these additional capabilities.

W3C – Definitions of Conversation:

A logical sequence of messages exchanged between communicating parties.

where

message 

1. The basic unit of communication between a Web service and a requester: data to be communicated to or from a Web service as a single logical transmission. [WSD Reqs] 

2. See also SOAP message.

message exchange pattern (MEP) 

1. A MEP is a template that establishes a pattern for the exchange of messages between SOAP nodes. A MEP MAY be supported by one or more underlying protocol binding instances.

This section is a logical description of the operation of a MEP. It is not intended to describe a real implementation or to imply that a real implementation needs to be similarly structured.

In general the definition of a message exchange pattern:

· Is named by a URI.

· Describes the life cycle of a message exchange conforming to the pattern.

· Describes the temporal/causal relationships of multiple messages exchanged in conformance with the pattern.

· Describes the normal and abnormal termination of a message exchange conforming to the pattern.

Underlying protocol binding specifications can declare their support for one or more named MEPs.

The terms synchronous and asynchronous are sometimes used to characterize MEPs. Such usage is informal, and it is recommended that documents should not rely on these terms in any normative specification. See synchronous for a more detailed discussion of this.

2. See SOAP message exchange pattern (MEP).
Required to be defined in the overall Glossary:



· Realtionship

· Metric

· Measurement

· Lifecycle

· Status

· State

· Identification

· Configuration

2 Requirements

[Overall 1.] The manageability representation MUST enable the management and provisioning of Web Services.

[Overall 2.] The manageability representation SHOULD be defined as a UML model, such that it can be rendered into specific model representations (e.g. CIM). 
[Overall 3.] The manageability representation SHOULD include capabilities to identify, meter, monitor, configure, control, relate resources [104]

[Overall 4.] The manageability representation SHOULD be modular such that it is incrementally adoptable.

[Overall 5.] The manageability representation SHOULD NOT define or restrict the locus of implementation.

[Overall 6.] The manageability representation SHOULD allow scalability of implementation [68]

[Overall 7.] The manageability representation MUST address the management of the Web services in the context of the Web services architecture [122]

[Overall 8.] The Management representation MUST be extensible [96] [124, 63, 66, 105, 130]

[Overall 9.] The manageability representation CAN consider specifications which are not committed standards [140]

2.1 Manageability Representation 
2.1.1 Relationship

[Rel. 1.] The manageability representation MUST support the representation of relationships between Web service endpoints and between WS Endpoints and  other IT resources [120]

[Rel. 2.] Relationships MAY be expressed at 2 levels, service types (interfaces), endpoint references (Web service endpoints) [114]

[Rel. 3.] Relationships defined in the model SHOULD support the following management concerns: understanding side effects involving other services, requirements to exist, and dependencies [114]

2.1.2 Metrics

[Met. 1.] The manageability representation MUST support the ability to define and track metrics [22]

[Met. 2.] The manageability representation SHOULD support semantic definition of defined metrics. This is a specialization of [Mod. 3.]
[Met. 3.] The manageability representation SHOULD allow metrics to be defined at a per request level[46]

[Met. 4.] The manageability representation SHOULD allow metrics to be defined at the operation level [75]

[Met. 5.] The manageability representation MUST support extensibility of the metrics and the metric definitions. 
[Met. 6.] The manageability representation SHOULD define key performance metrics and configuration metrics [33]

[Met. 7.] Where an invocation involves other sub-operations the manageability representation SHOULD NOT preclude metrics associated with the sub-operations [47

[Met. 8.] The manageability representation SHOULD not preclude supporting health and performance monitoring, events, and status of each request [91]

[Met. 9.] 
2.1.3 Representation
[Mod. 1.] The manageability representation SHOULD support a consumer as well as  provider perspectives on the service [86]

[Mod. 2.] The manageability representation MUST define a core useable set of management capabilities [62,64]

[Mod. 3.] The manageability representation MUST capture management information and manageability meta data (semantics, meta-model) [1,13, 142]

[Mod. 4.] The manageability representation MUST support arbitrary grouping, categorization, and typing of Web services for management purposes [30] [36]

[Mod. 5.] The manageability representation SHOULD support Event reporting of normal and abnormal situation [81]

[Mod. 6.] The manageability representation MUST be agnostic of how the information is represented or accessed [118] 

[Mod. 7.] The manageability representation SHOULD be leverageable at an operation and business level [108]

[Mod. 8.]  The manageability representation SHOULD support multilevel granularity: compose-ability, extensibility [133]

[Mod. 9.] The manageability representation MUST supports the following manageability capabilities as defined by W3C WS Architecture Management Task Force Web Service Endpoint draft (http://www…) Identity ,  Configuration,   Metrics,    State,   Operations,   Events [119]

[Mod. 10.] The manageability representation SHOULD support the monitoring and control state via push and pull message exchange patterns as applicable (e.g. control can only be done via push) 
[11]

[Mod. 11.] The manageability representation MUST NOT preclude propagated state between related Web service endpoints at the service level.

[Mod. 12.] The manageability representation SHOULD support the definition of management policies for associating such policies with the manageable resource. [54, 18]

[Mod. 13.] The manageability representation SHOULD support diagnostic capabilities [82]

2.1.4 
Resource State Model / Status
[Life. 1.] The manageability representation MUST support a defined state model for the Web service endpoint and state management capabilities [10] 

[Life. 2.] The manageability representation MUST support the ability to track status, health, degrees of up [32]

[Life. 3.] The manageability representation MUST support current state of a Web service, and does NOT preclude the distinction between observed and reported state (see Mod 7) [29, 45]

[Life. 4.] The manageability representation MUST support long running and transient state [145]

[Life. 5.] The manageability representation MUST support query on availability, [96]

[Life. 6.] Lifecycle defined in the manageability representation must be extensible. This is a specialization of [Overall 8.] [96]

[Life. 7.] The manageability representation SHOULD support a “Ping” to a Web service without doing requiring an operation that changes the service’s state [45]

[Life. 8.] Separation of status and state [146]

[Life. 9.] The manageability representation MUST support state change capabilities–start, stop. [77]

[Life. 10.] The manageability representation MUST support state change capabilities that include timing issues  – stop immediately, stop quiesce [138]

[Life. 11.] The manageability representation MUST support a status type of unknown [143]

[Life. 12.] The manageability representation MUST support events for lifecycle and/or status changes (e.g., enabled to disabled) with context (e.g., administrator initiated)
[Life. 13.] The manageability representation SHOULD support capabilities for controlling and monitoring lifecycle: [90, 23, 94] 
2.1.5 Identification

[Id. 1.] The manageability representation MUST support an interoperable, unique identification mechanism for a Web service endpoint [ADDED, 31, 88, 125] 

[Id. 2.] The manageability representation MUST support version identification [38]

2.1.6 Configuration

[Conf. 1.] The manageability representation MUST support configuration of manageability
 and notification of manageability configuration changes [28]

[Conf. 2.] The manageability representation SHOULD NOT PRECLUDE 
definition of information regarding dependencies between configurations where change to a configuration item affect other items. [117]

2.1.7 Change Description and Notification

[Chng. 1.] The manageability representation MUST support notification of changes applied to a web service. [8]

[Chng. 2.] The manageability representation MUST support human-readable descriptions [CM:4.1]

[Chng. 3.] The manageability representation MUST enable communication of type of change. Types may include, but are not limited to, syntactic, semantic, and operational. This MAY include an impact of the change -- e.g. failure, error, availability. [CM:3.1, CM:3.2, CM:5.7]

[Chng. 4.] The manageability representation MUST enable notification of change separate from change description. This is saying that notification is "regular notification" and that change description is a different task. [CM:2.9]

[Chng. 5.] The manageability representation MUST support description of changes that affect the use of a service. These include both the elements described in the WSDL description as well as semantic information. [CM:5.2, CM:5.3, CM:5.5] 
[Chng. 6.] The manageability representation SHOULD enable grouping of changes.  The notion of /change package/ allows for a collection of changes to be described as "all or nothing". [CM:5.6]

2.2 Usability

[Usab. 1.] The manageability representation MUST be simple and clear, resisting over-engineering [72, 49]

[Usab. 2.] The manageability representation MUST be easily leveraged by developers. [72, 49]
[Usab. 3.] The manageability representation MUST be incrementally implementable
[Usab. 4.] The manageability representation Model SHOULD be low impact on implementer of manageability [148, 99, 113]

[Usab. 5.] The manageability representation SHOULD not adversely add overhead to a service [137]

2.3 Management Application / Usage Scenarios Enabled

[USE. 1.] The manageability representation SHOULD support association of policy with services and service groups [27]

[USE. 2.] The manageability representation  SHOULD support accounting though information it provides [19, 39]

[USE. 3.] The manageability representation  SHOULD support billing though information it provides [19, 39]

[USE. 4.] The manageability representation  SHOULD support metering though information it provides [19, 25, 39]

[USE. 5.] The manageability representation  SHOULD support auditing though information it provides [19, 39]

[USE. 6.] The manageability representation  SHOULD support performance assessment per interaction though information it provides [52]

[USE. 7.] The manageability representation  SHOULD support business impact analysis though information it provides [111]

[USE. 8.] The manageability representation  SHOULD support provisioning management though information it provides [48, 20]

[USE. 9.] The manageability representation  SHOULD support quality of service management though information it provides [48]

[USE. 10.] The manageability representation  SHOULD support security management though information it provides 
[USE. 11.] The manageability representation  SHOULD support operations management [48]

[USE. 12.] The manageability representation  SHOULD support service level agreement management [48]

[USE. 13.] The manageability representation  SHOULD support assessment and quantification of health of a web service [7]

[USE. 14.] The manageability representation  SHOULD support manual and automatic operations [85]

[USE. 15.] The manageability representation  SHOULD NOT PRECLUDE support of the deployment management [93]

[USE. 16.] The manageability representation  SHOULD support runtime lifecycle management [50]

[USE. 17.] The manageability representation  SHOULD support monitoring [50]

[USE. 18.] The manageability representation  SHOULD support aggregation of metrics and configuration [53]

[USE. 19.] The manageability representation SHOULD support problem diagnosis and root cause analysis [110]

2.3.1 Specific Use cases

· Composite Web services (Web Services Endpoint dependent upon other Web Services)

· Dynamic Supply Chain

· Upgrading a Web services

3 Continued Work

3.1 General
· Session Long running and transient [145] Deleted duplicate covered in State – bullet 5

· BP (2) Model SHOULD be capable of managing different scopes of services: individual, composite, process based [109]
· Model BP (2) based svcs Business process instances behind a Web service (who requested, when, what steps, what resources other than Web service and non-Web services are required) <“should be able to model bus process instances as a manageable element”> [84] - deleted future work 
· Keep (3)- Model Define model for Web service execution environment [35] - deleted future work
· Session Management of conversations [147] deleted future work
· Delete Management of Web services means managing the Web service resource as an IT resource. It does not imply the ability to determine and manage the components that are used to implement the Web service [117] - deleted this is a scope constraint not a requirement
· Delete Stateless / stateful [144]  -

· BP (2) Orchestration, choreography, business process issues, managing a larger unit and implications of it [21] Deleted  - not in initial scope
· Delete (in mod.12)Policy – what actions you take when you get a given event, state, quality of service, avail, *ilities, performance [18] Deleted  - Duplicate of Policy requirements in the model section  -  [54]

· BP (2) WS orchestration [37] Deleted  - not in initial scope
· Ext.3] Additional manageable roles may be identified and defined. [123] Deleted  - Out of scope for now
· BP (2) enables management of business processes [112]

· To MUWSreqts enables the use of business processes for resource management [112]

· keep (5) enables end to end management of web services and underlying infrastructure [51] Deleted Future work

· keep (4)enables transaction performance management [48] Deleted Future work
Proposed consolidated requirements for this section:
1. Support ws to expose information about its involvement in biz process
2. Support ws to expose manageability of biz process represented by the web service
3. Support the management of the Web service execution environment
4. Support transaction performance monitoring, reporting from a Web services view
5. Supports enablement of end to end management of web services and underlying infrastructure
3.2 Change Management 

NEAR FUTURE

[Chng. 7.] MUST include identification of individual changes as well as packages [if applicable] [CM:2.6]

[Chng. 8.] SHOULD enable notification of changes via management interface as well as in-band with normal message traffic. [CM:6.1, CM:6.2]

[Chng. 9.] MUST enable linkage of change with version information. [CM:7.2]

[Chng. 10.] SHOULD move toward compatibility with UDDI (or other WS standards) for change management and notification. [CM:7.1]

[Chng. 11.] MUST include information about pre-requisite changes or environment change. [CM:7.3]

FAR FUTURE:

[Chng. 12.] Consider linkage of old with new to aid in transformer construction. [CM 5.4]

[Chng. 13.] Consider linkage with evolving negotiation standards for scheduling and change evolution. [CM:2.8, CM:3.3, CM:6.2]

4 Inferred Requirements on MUWS

4.1.1 Secure

· [S.1] Must be able to be secure for authorized access [136]

· [S.2] Must support authentication between managed resources and managers [57]

· [S.2.1] enables authorization of discovery [43]

· [S.3] Must support secure channels [74]

· [S.3.1] encryption

· [S.3.2] message integrity [80]

4.1.2 Interoperability

· [Interop.1] enable access to and discovery of manageability in a standard interoperable form – web services, description has to fit in whatever mechanisms used to describe ws  <dup of ‘using WS’?> [101]

· [Interop.2] work and use other ws standards, i.e. orchestration, choreography, transaction, if can’t support those standards and manage their needs and at their business level won’t be effective. 

· [Interop.2.1] don’t do things to shut of future standards; future proofing, <dupl. Of Extensibility> [76]

· [Interop.3] Mgmt capabilities Exposed considering WS-I basic profile [106]

4.1.3 Access to Model

· [access.1] access is decoupled from provider of manageability [102]

· [access.1.1] supports direct access to resources [70]

· [access.1.2] supports access to resources through agents [70]

· [access.2] access is decoupled from discovery of manageability information [102]

· [access.3] access is decoupled from the model and semantics of manageability [100, 102]

· [access.4.1] canonical representation

· [access.4.2] discovery

· [access.4.3] access [71]

· [access.4.4] accessible through firewalls [71]

· [access.4.5] accessible using protocols in addition to http. [56]

· [access.6] enable access to manageability information in multiple management domains [73]

· [access.6.1] in support of WS-transactions or WS-conversations across federated domains. [73]

· [access.7] must support introspection of methods and state [12]

· [access.7.1] from the resources description [12]

· [access.7.2] from the resource itself [12]

4.1.4 Extensibility

· [ext.1.1] modeled

· [ext.1.2] discovered

· [ext.1.3] accessed 
4.1.5 Discoverability

· [discov.2] enables ability to discovery management capabilities [24,89]

[discov.3] enable ability to discover manageable web services via the same mechanisms as other web services [41, 89]
5 References

5.1 Normative

[RFC2119]
S. Bradner, Key words for use in RFCs to Indicate Requirement Levels, http://www.ietf.org/rfc/rfc2119.txt, IETF RFC 2119, March 1997.

[MUWS]
?, ?, http://www.oasis-open.org/?, OASIS WSDM TC, ? 2003.

5.2 Non-Normative

[WSAR]
A. Austin, A. Barbir, C. Ferris, S. Garg, Web Services Architecture Requirement, http://www.w3.org/TR/wsa-reqs, W3C, November 2002.

Appendix A. Acknowledgments

The editors would like to acknowledge the contributions of the OASIS Web Services Distributed Management Technical Committee, whose voting members at the time of publication were:

· A. Nonymous (chair), Example Corp.

Appendix B. Brainstorming

TC Mission

3. Clear understanding of the manageability capabilities we’re trying to satisfy

A. Manageability Model Requirements

1. Data model to capture metadata

2. Relationships

5. What management things that are specific to web services that are new management information – i.e. standard events (for correlation), types of events that allow mgmt app to do further diagnosis or corrective action.

7. Health rating used by other apps. Web service would decide what its health rating so a client can figure out which instance is used, displayed by mgmt app

9. Message tracking, be able to track messages that have been misrouted
10. Lifecycle mgmt

11. Ability to monitor and control state via push events and pull state

12. Introspection of methods and state

13. Mgmt (data) and admin (metadata)

14. Understanding side effects involving other services, requirements to exist, dependencies, and performance

17. Consistency requirements – more than order to start/monitor services based on cross relationships w/ multiple svcs to (consistency snap shot?)

18. Policy – what actions you take when you get a given event, state, qos, avail, *ilities, perf,

21. Orchestration, choreography, business process issues, managing a larger unit and implications of it

22. Ability to define and track metrics

23. Ability to control lifecycle and monitor

24. Ability to find out mgmt capabilities available

25. Find usage of service (who doing what)

26. Ability to track things larger than a request… session, transaction,
27. Ability to assoc mgmt rules with a service or collection of services

28. Ability to find out and track general configuration

29. Lifecycle: current state of svc – observed and reported

30. Grouping of services into arbitrary groups (aggregations) for mgmt purposes

32. Tracking status, health, degrees of “upnessness”
34. Define key performance metrics and configuration metrics, ability to change running environ

35. Relationships to other ws and other IT resources, things

36. Define WSEE execution environment

37. Group, categorization, types of web services

38. Ws orchestration

39. Versioning

41. Defined as extension to existing model… standard set of attributes, operations, extensibility

45. Need a way to carry and propagate mgmt tags across web service  and WSEE. Challenge today for creating units of work is there’s no way to propagate info independently of the service itself

B. Web Services Infrastructure

31. Unique handle/uri for a web service – interoperable across vendors

30. Grouping of services into arbitrary groups (aggregations) for mgmt purposes

42. Discoverable via web service, 

43. Soapy/wsdl

45. Need a way to carry and propagate mgmt tags across WS and WSEE. Challenge today for creating units of work is there’s no way to propagate info independently of the service itself

C. Secure

44. Secure, not open to unauthorized usage or discovery

D. Interoperability

31. Unique handle/uri for a web service – interoperable across vendors

E. Access to Model

15. Bulk operations – set, sequences, partial orders

16. Remote/local issues (“Transparency and its place”), affinity, security, etc.

30. Grouping of services into arbitrary groups (aggregations) for mgmt purposes

F. Extensibility

4. Extensible solution because we know we will not completely satisfy future requirements

G. Management Application/Usage Scenarios enabled

6. Standard for diagnosis

7. Health rating used by other apps. Web service would decide what its health rating so a client can figure out which instance is used, displayed by mgmt app

8. Change mgmt, another service could subscribe and be notified when a service has changed

9. Message tracking, be able to track messages that have been misrounted

18. Policy – what actions you take when you get a given event, state, qos, avail, *ilities, perf,

19. Accounting, billing, metering, auditing

20. Provisioning (data and code)

21. Orchestration, choreography, business process issues, managing a larger unit and implications of it

40. Billing, auditing

Raw list:

A. Manageability Model Requirements

	(A) 2 levels of relationships, svc types, endpoint refs (Relationship)
	114.

	(A) Ability to define and track metrics (metrics)
	22.

	(A) Ability to have consumer as well as provider perspective of service (model)
	86.

	(A) Ability to track status, health, degrees of upnessness (lifecycle/state)
	32.

	(A) Built on extenstions to models, such as cim (model)
	135.

	(A) Business process instances behind a webservice (who requested, when, what steps, what resources other ws and non-ws are required) <“should be able to model bus process instances as a manageable element”> (types of manageable resources)
	84.

	(A) core management info model required of every ws (model)
	62.

	(A) core set mgmt ops (model) 
	64.

	(A) Datamodel to capture metadata (model)
	1.

	(A) Define Group, categorization, types of webservices (model)
	36.

	(A) Define model for ws execution environment (types of manageable resources)
	35.

	(A) Defined as extension to existing model… standard set of attributes, operations, extensibility  (model)
	40.

	(A) Event reporting of normal and abnormal  (model)
	81.

	(A) for an id, ws-addressing allows and id and relationship def., id of endpoints should use this  (identification)
	55.

	(A) Lifecycle state machine (lifecycle/state)
	92.

	(A) Lifecycle: current state of svc – observed and reported (lifecycle/state)
	29.

	(A) Long running and transient (lifecycle/state, types of managed resources)
	145.

	(A) Manage diff scopes of svcs: individual, composite, process based (types of managed resources)
	109.

	 (A) Manageability information model agnostic of how the information is represented or accessed (model)
	118.

	Manageability model include capabilities to identify, meter, monitor, conf, control, relate manageable elements

(identification, metrics, configure, lifecycle/state, relationships)
	104.

	(A) Management of conversations (types of managed resources)
	147.

	(A) Management of Web services means managing the Web service resource as an IT resource. It does not imply the ability to determine and manage the components that are used to implement the Web service. (types of managed resources)
	117.

	(A) Measure response time per request (metric)
	46.

	(A) measureable to operation level (metric)
	75.

	(A) Mgmt (data) and admin (metadata) <(model)???>
	13.

	(A) Mgmt leveragable at an operations and business level (model)
	108.

	(A) Model able to represent relationships between arch elements and funct elements of ws itself (relationships)
	103.

	(A) model neutrality, not necessarily one method to model env  (model)
	67.

	(A) Monitoring of service – query avail, query perf, generic extensions (metric, lifecycle/state, extensibility)
	96.

	(A) Ping a ws w/o doing a real operation or changing its state  (lifecycle/state)
	45.

	(A) Relationships (relationships)
	2.

	(A) scalability of the model (model)
	68.

	(A) Separation of status and state (lifecycle/state)
	146.

	(A) Service config – how generic? (configuration)
	78.

	(A) Service operations –start,stop, ping (lifecycle/state)
	77.

	(A) Set of operations to stop… variations – stop immed, stop quiese,  (lifecycle/state)
	138.

	(A) Stateless/statefull (types of manageable resources)
	144.

	(A) Status type of unknown (lifecycle/state)
	143.

	(A) Support multilevel granularity (model) <composability, extensibility>
	133.

	 (A) Supports the following manageability capabilities as defined by W3C WS Architecture Management Task Force Web Service Endpoint draft (http://www…) Identity ,  Configuration,   Metrics,    State,   Operations,   Events  (model)
	119.

	 (A) Supports the representation of Relationships between Web services and Web services and other IT resources. (relationships)
	120.

	(A) Understanding side effects involving other services, requirements to exist, dependencies, performance (relationships)
	14.

	(A) Versioning (identification)
	38.

	(A) what is ping in this context (container, application, …) (lifecycle/state)
	59.

	(A) What management things that are specific to web services that are new management information – i.e. standard events (for correlation), types of events that allow mgmt app to do further diagnosis or corrective action. (model)
	5.

	(A) When – state, enabled, disabled, administratively affect this, errors and events too (lifecycle/state)
	128.

	(A) Who – identity, backing software behind it to validate vers levels, etc.  (identfication)
	125.

	 (A)Addresses the management of the Web services in the context of the Web services architecture, this may require being able to manage the role and management requirements of:  Web Service Execution Environment,  Discovery agency , (types of manageable resources)
	122.

	(A, B) Wspolicy, wsp-attachment, security policy, management is another policy that can be plugged into the wspolicy framework. Wsmanagement policy. There exists a fw to associate policies w/ wsld and uddi,  (
	54.

	(A,B) Ability to determine service identity or quality – multiple uri’s for same service instance, multiple svc instances w/ shared or identical state w/ shared semantics.
	88.

	(A,D) Relationships to other ws and other IT resources, things
	34.

	(A,D) Unique handle/uri for a webservice – interoperable across vendors
	31.

	(A,E) Ability to monitor and control state via push events and pull state
	11.

	(A,E) Based on clearly defined model for management information, where metainformation of the model is available to manageability and management side of the model
	142.

	(A,E) enable manageability (not just apps thru which it travels, built into resource itself too. Be able to look at status/state and know how its doing)
	69.

	(A,E) Where – where is it located, are the services restricted, dependencies, what are the endpoint specifics and access information
	127.

	(A,G) Ability to control lifecycle and monitor
	23.

	(A,G) Change mgmt, another service could subscribe and be notified when a service has changed
	8.

	(A,G) Consistency requirements – more than order to start/monitor services based on cross relationships w/ multiple svcs to (consistency snap shot?)
	17.

	(A,G) Control of service (lifecycle mgmt)
	94.

	(A,G) Define key perf metrics and config metrics, ability to change running environ
	33.

	(A,G) Diagnostic capabilities
	82.

	(A,G) Disabling of monitoring by service itself
	95.

	(A,G) Health and perf monitoring, including pings, events, resources consumed by each request and status of each request
	91.

	(A,G) If a request involves other suboperations get time taken in suboperations
	47.

	(A,G) Lifecycle mgmt
	10.

	(A,G) Lifecycle mgmt – deploy, start, stop, check dependencies, config mgmt, undeploy
	90.

	(A,G) Orchestration, choreography, business process issues, managing a larger unit and implications of it
	21.

	(A,G) Policy – what actions you take when you get a given event, state, qos, avail, *ilities, perf, 
	18.

	(A,G) Ws orchestration
	37.

	(A,I) What – discovery of funct provided, mandatory vs. optional
	126.

	B. Web Services Infrastructure
	

	(B) [I.1] delegated support

[I.2] federated support
	115.

	(B) [I.3] Efficiency – scalability, support for lightweight impl in resource constrained env

[I.4] scalability
	79.

	(B) [I.1.1] federation of managers: permits multiple managers can get info from on agent
	58.

	(B) logically order of events sent to manager [I.4] enable ordering of event notifications from a service
	60.

	(B) Management operations are reliable [I.5] enable operations to be reliable
	139.

	(B) REALLY distributed (occasionally connected, not always connected, discontinuous) [I.6] enables operation in occasionally connected environments
	141.

	(B) Remote/local issues (“Transparency and its place”), affinity, security, etc.  <TC Help>
	16.

	(B) Scalability to LARGE distributed systems <dup of I.4>
	132.

	(B) Soapy/wsdl  <dup of I.7>
	42.

	(B) Support for asynch and deferred reply service use models, whether bus process behind it or not [I.8] enables asynchronous and synchronous operations
	87.

	(B,C) need predefined roles of capabilities [I.9] defines manageability capability profiles
	61.

	(B,D) Based on latest ws standards [I.7]
	134.

	(B,D) Consideration for all ws env. , i.e. hosted svcs for outsource mgmt, grid [I.10] supports usecases for:

[I.10.1] outsource mgmt

[I.10.2] hosted service

[I.10.3] grid
	107.

	(B,D) [I.12] Defined consistently (taking into consideration) existing management specifications, esp DMTF, and GGF
	131.

	(B,D) leverage and consistent w/ existing standards <dup of 134>
	116.

	(B,D) Need a way to carry and propagate mgmt tags across ws and ws env. Challenge today for creating units of work is there’s no way to propogate info independently of the service itself [I.13] enables propogation of management context between WS and WS environments
	44.

	(B,E) Bulk operations – set, sequences, partial orders [I.14] support one operation on sets of WSs

[1.14.1] in sequence 

[1.14.2] return groups of responses

[I.15] support many operations on one WS
	15.

	(B,G) Ability to track things larger than a request… session, transaction, … <TC help> [I.15] enables management of resources that span multiple Web services 

[I.15.1] session (WS-Conversation)

[I.15.2] transaction (WS-Transaction)
	26.

	C. Secure
	

	(C) [S.1] Must be able to be secure for authorized access
	136.

	(C) prevent hijack of agents by rogue managers – handshake/auth 

[S.2] Must support authentication between managed resources and managers
	57.

	(C) secure at communication and operational level, 

[S.3] Must support secure channels

[S.3.1]encryption


	74.

	(C) Secure, not open to unauth usage or discovery

[S.2.1] enables authorization of discovery
	43.

	(C) Security – authorization and msg integrity [S.3.2]  message integrity
	80.

	D. Interoperability
	

	(D) [Interop.1] enable access to and discovery of manageability in a standard interoperable form – web services, description has to fit in whatever mechanisms used to describe ws  <dup of ‘using WS’?>
	101.

	(D) [Interop.2] work and use other ws standards, i.e. orchestration, choreography, transaction, if can’t support those standards and manage their needs and at their business level won’t be effective. [Interop.2.1] don’t do things to shut of future standards; future proofing, <dupl. Of Extensibility>
	76.

	
	

	(D,E) [Interop.3] Mgmt capabilities Exposed considering ws-I basic profile
	106.

	
	

	E. Access to Model
	

	(E) [access.1] Access and discovery and model independent of provider of manageability 

(service, env, 3rd party)

[access.1] access is decoupled from provider of manageability

[access.2] access is decoupled from discovery of manageability information
	102.

	(E) Access and mechanics separate from model and semantics of manageability

[access.3] access is decoupled from the model and semantics of manageability <100, 102>
	100.

	 (E) [] Canonical representation, discovery, and access consistent with “Management Using Web services” is defined.

[access.4] Must be defined consistent with “management using web services”

  [access.4.1] canonical represenation

  [access.4.2] discovery

  [access.4.3] access

  [access.4.4] accessible through firewalls <71>

  [access.4.5] accessible using protocols in addition to http. <56>
	121.

	(E) firewall friendly  <to access.4.4>
	71.

	(E) [access.5] Manageability model represented as a describable interface 
	98.

	(E) protocol agnostic access to management data -  not dependent on http <to access.4.4.5>
	56.

	(E) support federated domains, federated management, esp w/ ws because its used in trans type env. And to do end to end need to account for fact that trans is spread across mgmt domains and need to build full view

[access.6] enable access to manageability information in multiple management domains

[access.6.1] in support of ws-transactions or ws-conversations across federated domains.
	73.

	(E) support various modes of deployment, agent based or agentless,  <to access.1>

[access.1.1] supports direct access to resources

[access.1.2] supports access to resources through agents
	70.

	(E,I) [access.7] must support introspection of methods and state 

[access.7.1] from the resources description

[access.7.2] from the resource itself
	12.

	
	

	F. Extensibility
	

	(F) Extensibility  <dup of 124>
	105.

	 (F) [Ext.1] Extensibility for resource customization – allows additional, custom, service specific manageability capabilities to be added.

[ext.1.1] modeled

[ext.1.2] discovered

[ext.1.3] accessed
	124.

	(F) extensibility of model <dup of 66>
	63.

	(F) extensibility of model and capabilities <dup of 124>
	66.

	(F) Extensible <dup of 124>
	130.

	(F) [Ext.2] Extensibility for future-proofing: extensible solution because we know we will not completely satisfy future requirements
	4.

	 (F) [Ext.3] Additional manageable roles may be identified and defined.
	123.

	
	

	G. Management Application/Usage Scenarios enabled
	

	(G) Ability to assoc mgmt rules with a service or collection of services

[Scenarios.1] Enables association of policy with services and service groups
	27.

	(G) Accounting, billing, metering, auditing

[Scenarios.2] enables accounting

[scenarios.3] enables billing

[scenarios.4] enables metering

[scenarios.5] enables auditing
	19.

	(G) Assess perf and turnaround at every hop

[scenarios.6] enables performance assessment per hop
	52.

	(G) Billing, auditing <dup 19>
	39.

	(G) Business impact at svc level

[scenarios.7] enables business impact analysis for a service
	111.

	(G) Consideration for process driven approach to mgmt

[scenarios.8] enables management of business processes 

[scenarios.9] enables the use of business processes for resource management
	112.

	(G) Enable transaction perf, ops, provisioning, qos, controls <dup of ops>, end to end <dup of 51>, sla, legacy apps, new apps 

[scenarios.11] enables provisioning management

[scenarios.12] enables quality of service management

[scenarios.13] enables transaction performance management

[scenarios.14] enables operations management

[scenarios.15] enables service level agreement management

[scenarios.16] enables management of legacy applications?

[scenarios.17] enables management of new applications?
	48.

	(G) End to end mgmt of ws and underlying infrastructure

[scenarios.10] enables end to end management of web services and underlying infrastructure
	51.

	(G) Find usage of service (who doing what) <dup of scenarios.4>
	25.

	(G) [scenarios.18] enables grouping of services into arbitrary groups (aggregations) for mgmt purposes


	30.

	(G) Health rating used by other apps. Web service would decide what its health rating so a client can figure out which instance is used, displayed by mgmt app

[scenarios.19] enables assessment and quantification of health of a web service
	7.

	(G) How can someone act on it manually or automatically (even w/in process)

[scenarios.20] enables manual and automatics operations
	85.

	(G) Integration with deployment process

[scenarios.21] enables deployment management
	93.

	(G) Lifecycle mgmt/monitoring

[scenarios.22] enables lifecycle management

[scenarios.23] enables monitoring
	50.

	(G) Message tracking, be able to track messages that have been misrouted

<TC Help, what is this>
	9.

	(G) Perf and config metrics for ws and infra to be rolled up to whatever level of abstraction user wants it at

[scenarios.24] enables aggregation of metrics and configuration
	53.

	(G) Provisioning (data and code) <dup of scenarios.11>
	20.

	(G) Root cause analysis at service level

[scenarios.25] enables root cause analysis
	110.

	(G) Standard for diagnosis

[scenarios.26] enables problem diagnosis
	6.

	H. Miscellaneous
	

	(H) Clear understanding of the manageability capabilities we’re trying to satisfy

[] describe the manageability capabilities we are trying to satisfy
	3.

	(H) Consider non-standard specs (not committed vs not never)

[] consider specifications which are not committed standards.
	140.

	(H) Intent of this – manageability has to carry sufficient capabilities to be able to do … what?  Why is it valuable <dup 83>
	97.

	(H) Why – this is what we do <dup 83>
	129.

	(H) Why business users would care about this – whats the value we bring

[] describe business value provided by web services manageability
	83.

	I. Discoverability
	

	Ability to find out and track general configuration

[discov.1] enables ability to discover configuration and configuration changes
	28.

	Ability to find out mgmt capabilities available

[discov.2] enables ability to discovery management capabilities
	24.

	Discoverable via ws, 

[discov.3] enable ability to discover manageable web services via the same mechanisms as other web services
	41.

	(I) Discovery – finding ws, introspection <dup 41 and 24>
	89.

	J. Usability
	

	(J) adoptable, easy to develop, developer friendly, adopted in a gradual way, allow partial support of capabilities, and then build on top of that

[usability.1] developer friendly

   [usability.1.1] easy to understand

   [usability.1.2] easy to develop

   [usability.1.3] supports multiple programming environmens <49>

[usability.2] incrementally implementable

   [usability.2.1] by service developer
	72.

	(J) [usability.5] specification provides clear guidance to developers using reference implementations, toolkits, and internal parts to instrument
	65.

	(J) Developer – easy to instrument by app vendor, low barrier to entry, support multiple programming environments ,dup of 72>
	49.

	(J) Implementation burden on manager not developer

[usability.3] Low impact on implementor of manageability <148>
	148.

	(J) Low impact on implementer of manageability …more work on manager than exposer of interface <dup of 148>
	99.

	(J) Lower incr impact to svc developer <dup of 148>
	113.

	(J) [usabilty.4] Minimum overhead added to service 
	137.


Appendix C. Notices

OASIS takes no position regarding the validity or scope of any intellectual property or other rights that might be claimed to pertain to the implementation or use of the technology described in this document or the extent to which any license under such rights might or might not be available; neither does it represent that it has made any effort to identify any such rights. Information on OASIS's procedures with respect to rights in OASIS specifications can be found at the OASIS website. Copies of claims of rights made available for publication and any assurances of licenses to be made available, or the result of an attempt made to obtain a general license or permission for the use of such proprietary rights by implementors or users of this specification, can be obtained from the OASIS Executive Director.

OASIS invites any interested party to bring to its attention any copyrights, patents or patent applications, or other proprietary rights which may cover technology that may be required to implement this specification. Please address the information to the OASIS Executive Director.

Copyright  © OASIS Open 2003. All Rights Reserved.
This document and translations of it may be copied and furnished to others, and derivative works that comment on or otherwise explain it or assist in its implementation may be prepared, copied, published and distributed, in whole or in part, without restriction of any kind, provided that the above copyright notice and this paragraph are included on all such copies and derivative works. However, this document itself does not be modified in any way, such as by removing the copyright notice or references to OASIS, except as needed for the purpose of developing OASIS specifications, in which case the procedures for copyrights defined in the OASIS Intellectual Property Rights document must be followed, or as required to translate it into languages other than English.

The limited permissions granted above are perpetual and will not be revoked by OASIS or its successors or assigns.

This document and the information contained herein is provided on an “AS IS” basis and OASIS DISCLAIMS ALL WARRANTIES, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO ANY WARRANTY THAT THE USE OF THE INFORMATION HEREIN WILL NOT INFRINGE ANY RIGHTS OR ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE.

Appendix D. Revision History

	Rev
	Date
	By Whom
	What

	2003-05
	2003-05
	Editors
	Initial version

	2003-0727
	2003-05-27
	Ellen Stokes
	Put Brainstorming section and table into text (chapter 2)

	2003-0808
	2003-08-08
	Mark Potts
	Removed duplicates  - removed MUWS specific requirements to separate section, clarified requirements where possible, highlighted issues.

	2003-0812
	2003-08-08
	Mark Potts
	Renumbering for identification purposes, new definition of Web service endpoint and formatting changes for reviewability and readability

	2003-0815
	2003-08-15
	Mark Potts

Fred Carter
	Updates from review meeting, additional revised Change section.

	2003-0820
	2003-08-20
	Mark Potts


	Updated based on MOWS meeting and consensus reached during the meeting.


�Needs to be defined by the overall TC


�This is not an exhaustive list but obvious ones that have come up in this work.


�Heather’s issue.


�Moved as per Aug 28 call.


�Manageability or the resource (i.e. the endpoint) itself here? HK raised this issue on Sep 02 call.


�Discussed on Sep 02 call.
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