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Summary:  

At its November 9-11 meeting, the OASIS WS-RM TC resolved the single member 
NO vote on the WS-Reliability draft standard, which clears its path to becoming an 
 OASIS published standard. Four companies (NEC, Fujitsu, Hitachi, 
and Oracle) has participated in a successful interoperability demo of the WS-Reliability
 specification the third validation of multi-vendor interoperability.  

The Japanese Business Grid project is using  WS-Reliability to ensure reliable 
delivery of control and user information in SOAP messages.  The project  extends the use of 
 web services to inter-departmental and inter-company applications, where confirmed or
 ordered delivery of transactions is important and the elimination of duplicate messages is needed.

I.  Why Message Reliability is needed for Web Services?

The rapid deployment of Web Services (WS) across enterprise boundaries for collaborative e-business and e-transaction scenarios, requires message reliability. This is because communications over the Internet (and Intranets) is inherently unreliable, as the “transport protocols” (HTTP, SMTP, and JMS) do not offer any form of guaranteed or ordered delivery of messages.  However,  Web Services messages must be delivered to the ultimate receiver, even in the presence of component, system, or network failures.  If a message can’t be delivered, then the user (or the sending application) must be informed. Furthermore, duplicate messages should be eliminated in case since they can  have a detrimental effect.
For Web Services messaging to be robust within an enterprise, or to be used across firewalls, it is imperative that control, management, and security related information be delivered over a reliable connection.  Additionally, it is important to ensure that user data exchanges are also delivered in a reliable fashion to the Application entity.  A Reliable Messaging sender and receiver must co-operate to achieve this WS Reliability.   Reliable messaging may be used  in combination with other WS protocols (e.g. WS Security) and/or as a  messaging quality of service for sending and receiving  Applications. 
Accordingly, reliable messaging becomes one of the first problems that need to be addressed for Web Services to become a truly viable enterprise software technology [Would you consider sending credit transactions to your bank or placing a stock purchase or sale order over an unreliable web service connection?]
II.  The OASIS WS Reliability Specification

A.  Overview

The OASIS WS RM TC has developed an open specification - WS Reliability - for ensuring reliable message delivery for Web Services.  Reliability here is defined as the ability to guarantee a chosen level of protocol capability and Quality of Service (QOS) in message delivery.   The main objectives of WS-Reliability  is either to enhance the reliability of other WS protocols (such as  WS Security, WS Transactions, WS Distributed Management, WS-Notifications, etc), or to provide messaging QoS to the Application layer..  

WS Reliability requires a SOAP based Reliable Messaging Processors (RMPs) - in the sender and in the receiver endpoints*. The processors  work together to ensure that messages are delivered in a reliable manner over a connection that may be inherently unreliable.  

The sender and receiver RMPs operate on newly defined SOAP headers that can be transmitted as self contained messages, or can be attached to other WS protocol messages or user data messages (all of which are SOAP/XML encoded).   Fault messages may be extended to the SOAP message body.

*Intermediaries are considered to be transparent in the WS Reliability specification.   

The level of WS Reliability is determined by “the users.”  Reliability may include one or more reliable messaging protocol capability for message delivery (see II C below for detailed description): 

A] Guaranteed delivery to the user or Application entity. Either a message is delivered, or the sending application is notified of delivery failure. A resending mechanism, controlled by  acknowledgements, will overcome occasional connection failures or message loss. This resending mechanism is entirely handled by RMPs and is invisible to the application layer.  
B] Duplicate elimination - Delivery at most once -with duplicates detected and eliminated by the RMP receiver. Duplicate messages could be generated accidentally by some network component (e.g. a router), or intentionally by a resending mechanism. In both cases it is critical for some applications that only a single instance of the message be delivered, no matter how much time elapsed between the reception of a message and of its duplicate. 
C] Guaranteed message ordering - when delivered by the RMP receiver to the user, the messages are properly sequenced, in the same order they were sent.  The problem arises when messages are received out of sequence or are being resent.  The RMP reorders the messages before delivery, waiting for delayed messages. 
The users of the WS Reliability protocol may agree upon any or all of the above message delivery capabilities. Different users or applications may choose different protocol capabilities. We call such an agreement on the reliable messaging  features to be used between communicating  partners, an RM agreement. The RM agreement is conveyed to the RMP sender prior to initiating communications.An RM agreement may result from a negotiation between two business partners about the desired quality of service for reliable messaging, or it may result from a selection of features by the sender, among reliability capabilities advertised by the receiver, e.g. a Web Service endpoint.   The reliability protocol is such that  the receiver RMP can determine the reliability features that apply to a message or a group of messages via explicit parameter values sent in each reliable message request.

For purposes of the WS RM TC, QOS relies on the following capabilities, as provided by an RMP:

-Message persistence (ability to store a message until it is reliably delivered to the Application)

-Message acknowledgement and fault notification (by the receiver) 
- Message resending (by sender on No Ack time-out)

-
-Delivery status awareness for both sender and receiver (via state saving and status check- pointing)
The WS Reliability specification defines extensions to SOAP Headers.  It is assumed that the payload (user information) is specified using a WSDL description. [Fault messages may also use the payload to convey fault code information].  While WS Reliability is currently based on SOAP 1.1, it could be updated for use with SOAP 1.2, when it becomes a W3C Recommendation.

B.   Reliable Messaging (RM) Model and RM Reply Patterns

In the Reliable Messaging Model described in this specification, the sender node sends a message

directly to the receiver node (intermediaries are assumed to be transparent in the WS Reliability specification). Upon receipt of the message and at the appropriate time, the receiver node sends back an Acknowledgment message or Fault message to the sender node. 

There are three ways for the receiver to send back an Acknowledgment message or a Fault message to the sender.  These are referred to as the “RM Reply patterns,” which are defined as follows:

· Response RM-Reply Pattern:

In a Response RM-Reply pattern the outbound Reliable Message is sent in

the underlying protocol request and the Acknowledgment message (or Fault message) is

contained in the underlying protocol response message corresponding to the original request. In essence, the Acknowledgement is “piggybacked” onto the business response message.
· Callback RM-Reply Pattern:

A Callback RM-Reply pattern is in use if the Acknowledgment message (or Fault

message) is contained in an underlying protocol request of a second request/response exchange

(or a second one-way message), operating in the opposite direction to the message containing the outbound Reliable Message.  .

· Polling RM-Reply Pattern:

In a Polling RM-Reply pattern a second underlying protocol request is generated, in the same direction as the one containing the outbound Reliable Message, to act as a “request for acknowledgment.”  The Acknowledgment message (or Fault message) is contained in the underlying protocol response to this request. This polling pattern is expected to be used in
situations where it is inappropriate for the sender of reliable messages to receive underlying
 protocol requests, i.e. sender behind a firewall. 

<JD>  The rationale and value of why 3 patterns could be added here. </JD>
These three reply patterns are illustrated below in Figures 1-3:


[image: image1]
C. WS Reliability Protocol Capabilities
<JD> it seems these capabilities overlap with the previous description in section II.A, although more detailed. Maybe this section should concentrate exclusively on the Examples and the business value.</JD>
<abbie> agree here </abbie>
Three types of message delivery capabilities are defined in the WS Reliability protocol.  One or more of these protocol capabilities may be used with each of the RM Reply patterns defined in II. B. above.  The selection is dependent on prior end user agreements or explicitly inferred by the receiver RMP from request messages.

· Guaranteed Delivery

To successfully deliver a message from a sender RMP to a receiver RMP without failure; if this is not possible, to report the failure to the sender's application. To realize guaranteed delivery, the message MUST be persisted (i.e. stored) in the sender RMP until delivery to the receiver is acknowledged, or until the ultimate failure is reported to it's requester.  [There is a requirement on the underlying transport protocol that the message MUST be transported without corruption.]  If message persistence is lost for any reason, it is no longer possible to guarantee message delivery. Since the reliability of message persistence is a property of the system implementation, the conditions under which guaranteed message delivery holds is also a property of the system implementation and is outside the scope of the specification.

Example 1).  A PC Server may use a HDD for it's persistent Storage, and those messages

persisted in the HDD are reliably maintained even if the the system software crashes and the

system is rebooted. However, if the HDD itself crashes, it is no longer possible to guarantee

message delivery.

Example 2).  A message persisted in a mobile phone may be lost when it's battery is detached. In

this case, message delivery is only guaranteed by proper battery maintenance of the mobile

phone.

· Duplicate Elimination

A number of conditions may result in transmission of duplicate message(s), e.g. temporary downtime of the sender or receiver, a routing problem between the sender and receiver, etc. In order to provide at-most-once semantics, the ultimate RMP receiver MUST eliminate duplicate messages and never present them to the user. Messages with the same Message Identifier value MUST be treated as duplicates and not delivered to the application.

· Guaranteed Message Ordering

Some applications will expect to receive a sequence of messages from the same sender in the

same order those messages were sent. Although there are often means to enforce this at the

Application layer, this is not always possible or practical. In such cases, the Reliable Messaging layer is required to guarantee the message order. This specification defines a model, illustrated in

Figure 3, to meet this requirement. 

When the sender application sends three messages (1), (2), and (3) with Guaranteed Message Ordering, the receiver's RMP MUST guarantee that message order when it makes those messages available to the receiver's application (the user).  In Figure 3, the receiver's RMP received messages (1) and (3), the receiver's RMP makes message (1) available to the application, but it persists message (3) until message (2) is received. When receiver's RMP receives message (2), it then makes message (2) and (3) available to the application, in that order.
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